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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

Virtualisation is a fundamental building block of 5G and while not the only way of implementing a 5G network, it is nevertheless the primary implementation method being pursued to some degree (great or small) by all operators and manufacturers. Furthermore, virtualisation is being applied to earlier 3GPP architectures (e.g. LTE) and part virtualised networks containing a mixture of physical, containerised and virtualised network functions will be common place for most operators for the foreseeable future.

1
Scope

The present document considers the consequences of virtualisation on 3GPP architectures, in order to identify threats and subsequent security requirements. While a number of the key issues identified in the present document may not necessarily fully be within the scope of 3GPP to resolve, in order to implement 3GPP functions security it is necessary for 3GPP to set requirements that may be addressed outside 3GPP.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
ETSI GS NFV 002: "Network Functions Virtualisation (NFV); Architectural Framework".

[3]
ETSI GS NFV-SEC 009: "Network Functions Virtualisation (NFV); NFV Security; Report on use cases and technical approaches for multi-layer host administration".

[4]
3GPP TS 33.210: "3G security; Network Domain Security (NDS); IP network layer security"

[5]
ETSI GS NFV-SEC 001: "Network Functions Virtualisation (NFV); NFV Security; Problem Statement"

[6]
3GPP TS 33.501: "Security architecture and procedures for 5G System".

[7]
"Virtualization Technology: Cross-VM Cache Side Channel Attacks make it Vulnerable"; Shahzad and Litchfield 2015; https://arxiv.org/ftp/arxiv/papers/1606/1606.01356.pdf
[8]
"OpenStack"; https://www.openstack.org/
[9]
ETSI GR NFV-SEC 016: "Network Functions Virtualisation (NFV); Security; Report on location, timestamping of VNFs".
[10]
ETSI GS NFV-SEC 012: "Network Functions Virtualisation (NFV) Release 3; Security; System architecture specification for execution of sensitive NFV components".
[11]
ETSI GR NFV-SEC 011: " Network Functions Virtualisation (NFV); Security; Report on NFV LI Architecture".
[12]
ETSI GS NFV-SEC 013: "Network Functions Virtualisation (NFV) Release 3; Security; Security Management and Monitoring specification".
3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Global Administrator: A role in the access control hierarchy which gives access to all administrative features and abilities in the NFV environment.  Depending on the operating system this role might be known as root or as a superuser.
Noisy Neighbour Problem: When a VM accessing shared resources uses more than it should do.  This causes other VMs accessing those resources to suffer from reduced or erratic performance.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

AUC
Authentication Centre

BSS
Business Support System
COTS
Commercial Off The Shelf

CSP
Communication Service Provider

DRM
Digital Rights Management
GDPR
General Data Protection Directive
HMEE
Hardware Mediated Execution Environment
HSM
Hardware Security Module
IAAS
Infrastructure As A Service 

LI
Lawful Interception
MANO
Management and Orchestration

NAAS
Network As A Service

NF
Network Function

NFV
Network Functions Virtualisation

NFVI
Network Functions Virtualisation Infrastructure

OS
Operating System
OSS
Operations Support System
PNF
Physical Network function
SBA
Service Based Architecture

SDN
Software Defined Network
TPM
Trusted Platform Module
TLS
Transport Layer Security

UICC
Universal Integrated Circuit Card
VM
Virtual Machine
VNO
Virtual Network Operator
VNF
Virtual Network Function
4
Virtualisation Background, Concepts and Assumptions
 Editor’s Note: This section will contain a basic description of virtualisation, hierarchical implementation model and deployment assumptions 
4.1
Introduction

In computing, virtualisation encompasses a number of different techniques to create a virtual, or software, version of a computing device.  Examples of devices and systems which may be virtualised include hardware platforms, memory, storage or a network.  The present document primarily addresses the security of NFV.  In the context of a 3GPP network, NFV refers to the deployment of Network Functions (NFs) as software modules which run on off the shelf computing hardware.  This contrasts with the traditional deployment of 3GPP network components as specialised hardware devices.  Implementation of the 5G Service Based Architecture (SBA) relies on the use of NFV, among other technologies.
4.2
Architecture

ETSI GS NFV 002 [2] defines the high-level NFV Framework which consists of three working domains, as shown by Figure 4.2-1.

The NFV Infrastructure (NFVI) includes all the hardware and software which provide a platform on which VNFs can be deployed.  The NFVI includes:

-
Hardware resources, which are assumed to be COTS.
-
Virtualisation Layer, for example a hypervisor or container engine, which separates the VNF software from underlying hardware.
NOTE:
The choice to use a hypervisor or container engine as the virtualisation layer has security implications.  In particular, containers do not present a security boundary, without use of additional security mechanisms.
-
Virtualised Resources.
VNFs run on top of the NFVI and are software implementations of network functions.  A VNF may run in one Virtual Machine (VM) or over several.

NFV Management and Orchestration consists of the systems and functions which are responsible for virtualisation specific management tasks, such as lifecycle management of VNFs and orchestration of resources required to support virtualisation.
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Figure 4.2-1: ETSI NFV high-level architecture (ETSI GS NFV 002)

4.3
Virtualisation of 3GPP Network Functions

The 5G core network is defined as service-based and consists of network functions (NFs) which can register themselves to the network and subscribe to other services using service based interfaces.  3GPP NFs are assumed to be virtualised, but do not necessarily correspond in a 1:1 manner with ETSI VNFs.  CSPs may choose to group multiple NFs into a single managed VNF or to deploy each NF in an individual VNF.  We assume that a NF is not split between multiple VNFs, but beyond that decisions on grouping NFs are out of scope of 3GPP.

4.4
General NFV security issues

Editor’s Note: This subsection contains an overview of general NFV security issues, which are not specific to 3GPP but which give background to specific 3GPP security decisions.
4.4.1
Access to VNFs via virtualisation layer

Most virtualisation platforms make it possible for a user with root access to the virtualisation layer to view and edit the memory of hosted VMs.  This administrator may be able to change or stop processes running in the VM, give other applications access to the VM or steal security critical data.  These challenges are discussed in ETSI NFV-SEC 009 [3].

An attacker may have access to the virtualisation layer via a variety of means.  The access could be legitimate, such as a rogue employee at the hosting company, or illegitimate i.e. hyperjacking.  From the point of view of the VNF these attack vectors are the same, as both result in a rogue actor gaining access.  In general, such access would be invisible to the VNF.

4.4.2
Sharing of private keys between VNFs

In the 5G Core Network, NF communications are secured using TLS, according to the profiles in TS 33.210 [4].  ECDSA and RSA are used to authenticate these communications.  Therefore, a VNF must contain private keys to authenticate these exchanges.  These keys need to be provisioned to VMs securely on first boot, or need to be stored securely on the image in some fashion.  A decision also needs to be made as to whether two NF instances may share the same key pair, for example if the second instance is deployed in the case that the first fails.  These challenges are discussed in more detail in section 6.8 of ETSI NFV-SEC 001 [5].

4.4.3
Isolation

One of the attractions of NFV is that it allows resources to be used flexibly.  Sharing hardware resources between VNFs allows networks to scale services up and down as required and to centralise the management and orchestration.  However, the adoption of shared resources raises security questions which do not apply when using discrete physical infrastructure.  In particular, virtualisation technology needs to ensure that VNFs can be isolated from one another, particularly in the case where they have specific security requirements.  There are various approaches to isolating VNFs, ranging from using physically separate hardware to using separate containers.  Where VNFs do share resources, these might be managed in different ways, as discussed in Section 6.5 of [2].  Sharing memory and specialised hardware could require special considerations.

There are a number of security threats if VNFs are not appropriately isolated and resources are not shared effectively.  These include the noisy neighbour problem and potential side-channel attacks.

4.4.4
Vulnerabilities of physical hosts

X86 and similar server architectures have a number of physical security weaknesses from a critical national infrastructure perspective. Plug and play interfaces (e.g. USB and removal RAID discs) unless disabled or tightly controlled represent a risk to 3GPP NF security. However, more difficult to control attack vectors such as PCI Express bus Direct Memory Access (DMA) or use of OS swap/page files represent risks if physical access to the server(s) hosting a 3GPP NF becomes possible. Similarly, most server firmware would detect hardware changes (e.g. adding an extra copy physical network port which is visible to the host firmware), but if the replacement hardware uses the same IDs and declared interfaces this is much more difficult to detect.

In legacy PNF implementations, such risks are better understood with physical constraints including secured racks, physical testing of interfaces to confirm they are disabled and careful placement of more sensitive functions (e.g. AUC) within CSP data centres. However, for virtualised implements using large common hosts pools, physically securing all hosts (rather than those dedicated ones for a specific function) so that any 3GPP function can run on any host, while controlling physical access attacks is difficult to achieve. This threat potentially increases with IAAS and NAAS deployments.

Furthermore, many data centre hosts are equipped with Baseband Management Controllers and Intelligent Management Interface Protocol. If an attacker is able to access these controllers, they effectively have direct control over all hosts and all VMs running on them. Over recent years a number of vulnerabilities have occurred. For sensitive functions such as the AUC or LI functions, the risks would obviously be increased.
4.4.5
Secure Administration

A key aim of virtualisation is implementation of the network using flexible resources which can be scaled and sized in near real-time to fit customer demand.  To achieve this effectively NFV deployments rely on a single administration domain, where a global administrator is able to manage the hosts and NFV environment.  

While this administrator is not necessarily able to manage the entire deployment directly from a single account, as they are able to give themselves roles and permissions, they can use it as a starting point to gain other capabilities.  Without extra security controls an attacker who gains access to one of these accounts would be able to exploit, control and manage the entire NFV environment.

The global administrator role is considered to exist in the highest trust domain for the 3GPP architecture.
4.5
Limited Virtualisation vs Full Virtualisation

There are a very wide number of definitions as to the meaning of "virtualisation". A number of vendors have been offering "virtualised" implementations for 15+ years using common hardware platforms running VM implementation architectures. However, these limited virtualisation implementations use dedicated hardware instances for each network function. 

While these limited implementations have some of the same risks as a fully virtualised implementation (e.g. common software environment), they are essentially identical to non-virtualised legacy PNF implementations as they have physical testable and securable boundaries. On the other hand, these limited implementations do not offer many of the benefits, including security benefits, of fully virtualised deployments.   Many limited virtualised implementations can be readily migrated into fully virtualised environments and will be migrated as networks become increasingly virtualised during the VNF’s operational lifetime.


Editor’s Note: Further security issues are FFS
5
Key Issues

5.1
Introduction

This clause details the key issues identified for security aspects related to the Virtualisation of 3GPP functions and architectures. Each key issue defines the background to the issue, defines the threats related to the issue and proposes requirements that resolve or mitigate the key issue.
5.2

Key Issue 1: Establishment of trust domains for Network Functions

5.2.1
Key issue detail

5G Network Functions can be grouped into different trust domains which have different security requirements.  For example, trust in functions which contain long term cryptographic keys might require different levels of trust to functions which only hold session keys or those which do not contain cryptographic values at all. However, this classification is too simplistic. Nearly all 3GPP NFs will contain some privacy sensitive information for billing purposes or cryptographic material. Applying the same security policies to NFs in different trust domains could lead to reduced security and/or to reduced functionality.
Security domains based on grouping whole NFs may not be sufficient. In some scenarios (e.g. LI), sub-functions of NFs (e.g. LI POIs) may need to belong to different trust domains to the rest of the NF functionality.

Definition of appropriate segregation and security policies for NFs in different trust domains requires establishment of trust domains for 3GPP NFs. It is up to 3GPP to define what a sensitive function or sub-function is and how they must be handled to protect privacy or security sensitive data, within a virtualised environment.

While 3GPP TS 33.501 [6] provides some consideration for 5G functions, CSPs are also in the process of virtualising IMS or 3G/4G networks, for which similar consideration has not yet been given.

Editor’s Note: It may be necessary to liaise with ETSI ISG NFV or open source groups to ensure the necessary capabilities are available or developed.
5.2.2
Security threats

If 3GPP network functions with different security requirements are defined to be in the same trust domains, the access to a high trust domain might be too open, increasing the attack surface for security critical or high trust functions.

A relatively low privilege administrator or user might have access to 3GPP network functions which are above their intended level of privilege

A user or administrator might impact one trust domain from another.
5.2.3
Potential security requirements

The trust domains of 3GPP network functions should be identified.  Security policies should be applied depending on those trust domains. Solutions to this requirement need to be defined in 3GPP.
5.3

Key Issue 2: Confidentiality of sensitive data  

5.3.1
Key issue detail

Certain 3GPP NFs will hold sensitive data, which should not be available to other NFs or which should only be made available in a specific set of circumstances.  For example, TS 33.501 [6] includes the requirement that long-term keys shall never leave the secure environment of the UDM/ARPF.

To have the same level of confidence in the confidentiality of sensitive data when stored in a VNF as when it is stored on physically separated hardware it is necessary to consider new threat vectors.  For example, the long-term keys in a virtual UDM/ARPF could be stolen by an attacker with root access to the virtualisation layer.  Alternatively, cache side-channel attacks as in [7] might allow the operator of a VNF sharing resources to recover data.

5.3.2
Security threats

Without appropriate protection, cryptographic keys or other security critical data of a virtualised 3GPP NF could be stolen by an attacker with access to the virtualisation layer.

Without appropriate protection, sensitive material of a virtualised 3GPP NF of one operator could leak to VNFs of other operators running on the same virtualisation layer.

5.3.3
Potential security requirements

Solutions to key issue 2 should increase assurance that sensitive information of a virtualised 3GPP NF is not exposed through the virtualisation layer.

5.4

Key Issue 3: Availability of Network Functions  

5.4.1
Key issue detail

Many 3GPP NFs are essential for the 5G Core Network to function.  For example, if a UDM/ARPF is not available then a user cannot complete primary authentication.  Similarly, if an AMF is not available then a connection cannot be managed.  Therefore, it is important that the VNF is guaranteed to be available in the same way as a physical network function would be.

One of the advantages of virtualisation is that a network can scale and transform to meet demand.  In general, it is likely that the availability of required 3GPP network functions is less of a concern than in a physical deployment.  However, virtualisation does introduce new availability risks.  For example, shared resources might be monopolised by a neighbouring VM (the noisy neighbour problem).

5.4.2
Security threats

Without appropriate protection shared resources required for a virtualized 3GPP NF could be monopolised by neighbouring VMs, reducing availability or functionality of the virtualized 3GPP NF.

Editor’s Note: Further new threats to availability are FFS.
5.4.3
Potential security requirements

Solutions to key issue 3 should increase assurance that virtualised 3GPP NFs, particularly those which are critical to the operation and security of the network, will have access to the required resources for their availability or functionality when sharing resources with other VNFs. Solutions to this KI are expected to be mainly handled outside of 3GPP.
5.5
Key Issue 4: Common Software Environment

5.5.1
Key issue detail

Older SS7 circuit switch networks typically had much lower security than current 3GPP NFs. Their proprietary implementations, non-IP protocols (e.g. X25) and lack of flexible deployment options provided a high degree of security by obscurity. By comparison virtualised release 15 onwards implementations will provide a much higher level of basic security but the common software platform on which functions are implemented will introduce new risks.

In legacy PNF implementations each vendor typically used a proprietary platform and software with a few common web server or OS elements. This meant that if a vulnerability or zero day exploit was found and utilised by an attacker, this generally only compromised one NF. This would give the attacker access to data on that NF and the communication links into and out of that NF but the attacker would not have an advantage in attacking the next NF in the chain. Except in really poor implementations relying on network edge security only, the risk of a cascade failure is minimal with PNFs.

In virtualised implementations all NFs are implemented using a common software platform such as OpenStack [8]. While vendors may produce tweaked variants, the code core will be largely identical. Similarly, OS, Hypervisor and VM software will be identical or from a limited set of variants. What this means is that if an attacker is able to identify a software vulnerability in one VNF, that vulnerability will likely exist in many other VNFs making the attackers job much easier and increases the risk of a cascade security failure of the network. If network security functions (e.g. SEPP) use the same software core or are in the same virtualisation layer trust domain as the functions they are protecting the risk further increases if a software vulnerability occurs.

5.5.2
Security threats

If a vulnerability is found in software used across multiple virtualised 3GPP NFs then an attacker might be able to exploit all of these NFs with the same attack.  The vulnerability might allow the attacker multiple access points into the network, or may allow them to move laterally through the network.

Use of a common software platform might give an attacker more information about how to traverse a network, meaning that compromise of one virtualised 3GPP NF might allow them to move through connected NFs using implicit trust.
5.5.3
Potential security requirements

Solutions to key issue 4 should increase assurance that a software vulnerability in one virtualised 3GPP NF does not affect other virtualised 3GPP NFs using the same software platform. Solutions to this requirement required both inside and outside 3GPP.

Network interfaces should be locked down so that they only accept a restricted number of expected protocols. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

Network management should be secured and should only be allowed from authorised devices and/or networks.  Multi-factor authentication should be used to log into administrator accounts. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

5.6
Key Issue 5: Data Location and Lifecycle

5.6.1
Key issue detail

With PNFs you know where subscriber or other sensitive data is located, or at least have a high degree of certainty. With virtual functions by design that data can be anywhere in the host infrastructure. Indeed, if a CSP implementation spans multiple data centres in multiple countries it may be necessary to constrain where a VNF or piece of user data physically resides. For example, LI functions and LI target lists need to remain within a single legal jurisdiction. Similar restrictions may apply to content which is subject to DRM and is only licensed for a single country, or more generally to data covered by GDPR.
Furthermore, in virtualised environments, it is necessary to consider where data has been and whether that data is privacy sensitive. If a VNF moves from one host to another or is terminated, and the previous resources are allocated to another VNF without being fully cleared, this risks compromise of privacy sensitive data or keys. 

OSs are not unknown to proliferate temp files, which in a PNF is much easier to contain (ignoring PNFs with external storage). In a VNF, if storage / memory is not fully erased before reuse there is a significant risk of data loss between VNFs. By extension, software is not unknown to crash or experience abnormal behaviour, increasing the risk of data remaining in undesirable locations. 
5.6.2
Security threats

Without appropriate restriction on function location or data location, privacy sensitive information of one virtualised 3GPP NF could be exposed to a different legal jurisdiction.
Without appropriate lifecycle protection, sensitive information of one virtualised 3GPP NF could be leaked to other VNFs reusing the storage resource.
5.6.3
Potential security requirements

Solutions to key issue 5 should increase assurance that privacy sensitive information of a virtualised 3GPP NF is protected from being leaked out of its legal jurisdiction. Solutions to this requirement required both inside and outside 3GPP.

Solutions to key issue 5 should increase assurance that sensitive information of a virtualised 3GPP NF is protected during its lifecycle process to avoid leakage of the information to other VNFs reusing the storage resource. Solutions to this requirement required both inside and outside 3GPP.

All privacy sensitive data should be encrypted when at rest and when in transit. Solutions to this requirement required both inside and outside 3GPP.

Security policy which restricts where certain types of data can reside should be defined and implemented by CSPs. Solutions to enable this requirement potentially required both inside and outside 3GPP.
5.7
Key Issue 6: Function Isolation
5.7.1
Key issue detail

3GPP architectures (including 5G) are still based on a functional "boxes", with 3GPP security applied between the functions on a reference point basis. If 3GPP functions are implemented in a common software host environment (e.g. with a common hypervisor, compute and storage), TLS and similar protocols are reduced to protecting information travelling between memory locations in a single logical memory block. As such, if an attacker (or hypervisor administrator) is able to gain access to the memory in which a set of VNFs run, then relying on reference point-based security will offer little protection, except on physically exposed hardware links.
5.7.2

Security threats

If appropriate protection is not in place functions might be able to directly introspect the memory of other functions.
5.7.3
Potential security requirements

Solutions to this KI should increase assurance that the virtualisation platform prevents one function from inspecting the memory of other functions. Solutions to this requirement required outside 3GPP.

Delegated administrator roles shall be used, with roles which could give a user or administrator the ability to inspect the memory of functions only used in exceptional circumstances. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

5.8
Key Issue 7: Memory Introspection
5.8.1
Key issue detail

In all operating systems or virtual environments there are a number of memory management and control functions which are able to view or access all memory locations. These functions such as the kernel in desktop OSs control access to memory and are responsible for preventing applications from accessing each other’s memory spaces. In an NFV environment, the hypervisor is responsible for administering each VM’s resources and isolating the VMs from each other.
In legacy hardware networks, manufacturers apply physical separation within the physical hardware to keep sensitive control plane sub-components within a 3GPP function (e.g. key material or billing data) away from lower security sub functions or other general user plane traffic handling sub functions. This may include having different administration domains (e.g. LI sub-functions are managed via different interfaces and have separated administration).

In a virtual environment while the hypervisor plays a role in preventing one VM from accessing the memory of another (except through declared VM shared memory locations), the hypervisor is also able to inspect any memory which is directly under hypervisor control. Such access to memory or other VM resources cannot be detected by VM or 3GPP security mechanisms. Encrypting memory provides some resistance but if the keys used to encrypt the memory are also under hypervisor control (including hypervisor resource controlled TPM / HSMs) then this does not prevent introspection. 
Editor’s Note: FFS whether TPM/HSSs term in KI#7 section 5.8.1 need to be generalised.
In addition to reading memory, the hypervisor is also in many cases able to write directly to memory, bypassing normal memory access controls and security within the VNF VM. This allows an attacker with access to the hypervisor to change data within a 3GPP function at run-time or indeed change the operation of the function itself.

5.8.2
Security threats

If appropriate protection is not in place functions might be able to directly introspect the memory of other functions.
5.8.3
Potential security requirements

An NFV environment shall use a virtualisation platform which prevents one function from inspecting the memory of other functions. Solutions to this requirement required outside 3GPP.

Delegated administrator roles shall be used to ensure that administrators do not have the ability to inspect memory of functions except under exceptional circumstances. Solutions to this requirement required outside 3GPP.

Firmware/UEFI updates shall be applied in a timely manner to protect against hardware bugs and security flaws, including those which are newly found. Solutions to this requirement required outside 3GPP.

5.9
Key Issue 8: Test Isolation and Assurance

5.9.1
Key issue detail

In legacy hardware deployments,3GPP, GSMA or other testing schemes generally involve testing 3GPP functions as black boxes or pentesting them in isolation from other network functions. While it is possible to test virtual functions in this way, the level of assurance gained is different. Such stand-alone testing relies on the underlying virtualisation and hardware layers being 100% secure and that no future vulnerabilities are found in those underlying components.

Testing functions in isolation does not guarantee that when a VNF is instantiated on a different host virtualisation environment or is instantiated in a larger virtualisation environment containing multiple VNFs that a 3GPP function tested in isolation remains secure.
Editor’s Note: Scope of isolation in testing needs clarifying (VNF to VNF and Hypervisor / platform to VNF).

5.9.2
Security threats

Testing Network Functions in isolation might miss threats and vulnerabilities which arise from the way in which the NF interacts with other components in the operator’s environment. Without clarity around the scope and limitations of a given testing scheme CSPs might have a false sense of security around use of a product.
5.9.3
Potential security requirements

Ensure clarity around scope of testing of VNFs, include defining assumptions made in the process.  Where possible recreate these assumptions in the product deployment e.g. close ports which do not need to be open. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

Both positive and common vulnerability testing (e.g negative testing) should be carried out against each function. This is required to mitigate the increased attack surface which was partly addressed by physical security protections in legacy networks. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

VNFs should be checked regularly to see if they are using out-of-date or insecure versions of a library and these libraries should be updated if and when possible. This is required to mitigate the increased attack surface which was partly addressed by physical security protections in legacy networks. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

5.10
Key Issue 9: Trust domain and Slice Isolation

5.10.1
Key issue detail

3GPP TS 33.501 [6], defines requirements for slice isolation. However, if one or more slices are implemented on the same common hypervisor, hosts and virtualisation layer resources / management (MANO) then requirements in TS 33.501 may only be met at the 3GPP functional application layer. Unlike slices built using PNFs, the slice isolation would only be virtual in nature and subject to the threats of other key issues described in the present document.

A similar isolation challenges and risks occur for different trust domains within a 3GPP operator network. IMS security was standardised by SA3 in release 5 to exist in a separate security / trust domain from the 3GPP or non-3GPP access networks used to connect to IMS. Using PNFs, CSCF are largely isolated from 4G or 5G core functions, except through a limited number of defined interfaces. Implementing IMS in a fully virtualised network is similar to the problem of virtualised slice isolation.

5.10.2
Security threats
An attacker could take advantage of the virtualised environment to move from a lower to a higher trust domain or to move between slices.

Sensitive data might be visible outside of the slice it should be confined to.
5.10.3
Potential security requirements

3GPP trust model needs to be defined in 33.501 to identify isolation and trust relationships between 3GPP NFs. Solutions to enable this requirement are required inside 3GPP.

An NFV environment should use a virtualisation platform which prevents one function from inspecting the memory of other functions. Solutions to this requirement required outside 3GPP.

The 5GC should be configured so that NFs can only communicate with NFs which they have a valid reason to communicate with.  The default should be that functions are not able to communicate. Solutions to enable this requirement potentially required both inside and outside 3GPP.

Delegated administrator roles shall be used and should only give the user or administrator the minimum necessary privileges. Solutions to this requirement required outside 3GPP.
5.11
Key Issue 10: Single Administrator Domain

5.11.1
Key issue detail

As discussed in 4.4.x, NFV deployments usually rely on a single administration domain, with a global administrator who is able to manage the hosts and NFV environment. As such, at some level, all VNFs regardless of their sensitivity are potentially reduced to the same security level of the single administration domain. Therefore, if an attacker is able to gain global administrator privileges, they will be able to control and manage all Network Functions, regardless of their sensitivity and trust domain.
5.11.2
Security threats

An attacker with access to a global admin account has access to all VNFs, including high security environments like the UDM/ARPF, could change the routing of a network to send traffic to a location of their choosing or could shut down a network altogether.
5.11.3
Potential security requirements

In general, delegated administrator roles shall be used.  The global administrator role shall only be used in exceptional cases, e.g. to add permissions for other high-level administrators. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

The highest security controls shall be applied to use of the global administrator role.  In particular all use of this role should be logged and audited. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

An alert should be raised in the global administrator role is used, or if any account attempts a function it is not meant to attempt. Solutions to this requirement required both inside (SCAS) and outside 3GPP.

All administration and management should only be permitted from known, attested devices and multi-factor authentication should be enforced. Solutions to this requirement required both inside (SCAS) and outside 3GPP.
5.12
Key Issue 11: Where are my Keys and Confidential Data

5.12.1
Key issue detail

In PNFs there is a reasonable expectation that if a PNF contains dedicated key storage that any cryptographic keys which are required for PNF functionality will only be accessible to that PNF and the key storage is within the PNF.

With virtualised implementations this gets much more complicated. Firstly, a VM has no direct access to any hardware. A VM’s view of the world is limited to that presented to it by the hypervisor or underlying host environment. However, it has no idea whether physical key storage hardware is in the same host as the VM, or indeed whether any such key storage is actually a physical tamper proof hardware environment as opposed to a virtual key storage instance using software-based approaches. While in some special scenarios a VNF may have special dedicated hardware key storage as part of a dedicated specially allocated (and separately administered host), VM and a VNFs will in general need to use arbitrary hosts within the cloud environment. 

It should also be noted that in general a VM cannot actually tell the difference between different types of memory, hard disc or storage unless specific mechanisms are used to provide visibility or confirmation (e.g. a RAM disc looks identical to physical storage to a VM).

5.12.2
Security threats

If a VNF cannot securely attest what host it is running on then high security functions could be deployed on vulnerable hosts.  This could increase the risk of compromise of the data held by the NF.
5.12.3
Potential security requirements

It should be possible to deploy a VNF to a host that provides specific security resources (e.g. HMEE, secure compute, secure memory) in order to bind a VNF to a specific host or group of hosts. Solutions to enable this requirement potentially required both inside and outside 3GPP.

Note: 3GPP need to identify specific security resources which need to be supported and requestable from MANO.

Binding should be verified by secure hardware backed attestation of the health and security of the host.  Controls should be verified and enforced at boot time and each time a function is migrated. Solutions to enable this requirement potentially required both inside and outside 3GPP.

Note:  This requirement relies on the VNF trusting the virtualisation layer to implement the rules applied.

5.13
Key Issue 12: Where the is my function
5.13.1
Key issue detail

Similar to the key issue 11 Where are my Keys and Confidential Data and key issue 5 Data Location and Lifecycle, for some VNFs (or sub components) it is necessary to know exactly where a VNF is (or at least in which data centre it resides). The same also applies in the case of physical attack in post event forensic scenarios. 

By default, cloud hosting environments do not by nature provide an attestable guarantee of physical location of a host or VM. It is possible to indirectly attest location through host IDs but as with SA3 studies on physical locking down femto cells to specific locations have shown, it is possible to move a host from one location to another. 3GPP functions such as AUC, UDM or LI functions need to be attestable within to specific physical location boundaries and those boundaries need to be attestable within 3GPP scope. ETSI TR NFV-SEC 016 [9] discusses some of these issues, but the additional 3GPP specific constraints required, are within the scope of 3GPP and not ETSI ISG NFV.

Furthermore, if functions such as SEPP are supposed to be the physical boundary of the network then it may be necessary to be able to constrain them and the SDN routing to them, to specific physical locations.
5.13.2
Security threats
VNFs might be instantiated in or migrated to locations which are not appropriate for the services provided or which violate legal requirements or regulations.
5.13.3
Potential security requirements

It should be possible to deploy a VNF to a host that provides specific security resources (e.g. HMEE, secure compute, secure memory) in order to bind a VNF to a specific host or group of hosts. Solutions to enable this requirement potentially required both inside and outside 3GPP.

Note: 3GPP need to identify specific security resources which need to be supported and requestable from MANO.  

These controls should be verified by secure hardware backed attestation of the health and security of the host.  Controls should be verified and enforced at boot time and each time a function is migrated. Solutions to enable this requirement potentially required both inside and outside 3GPP.

Note:  This requirement relies on the VNF trusting the virtualisation layer to implement the rules applied.
5.14
Key Issue 13: Attestation at 3GPP Function level

5.14.1
Key issue detail
ETSI ISG NFV specifications such as ETSI GS NFV-SEC 012 [10] provide various requirements and recommendations for attestation of host hardware, VMs and VNFs during boot-time / instantiation time. Attestation can be of multiple types (e.g. Boot-time and run-time). However, since security cannot exist in isolation at hardware layer, NFV layer and 3GPP NF layer (VNF functionality layer), it is necessary for the 3GPP to set explicit requirements on attestation. Similarly, ETSI ISG NFV or open source group working on NFV software platform cannot specify the functionality of 3GPP NF or requirement with respect to their attestation. 

3GPP NFs especially in multiple vendor and IAAS scenarios, need assurance that hardware or other critical security functions have not been modified and can be trusted. For example, the NRF in SBA needs to attest that a discovered NF is what it claims to be and has the capabilities it claims to have. While the OSS / BSS allow an NRF to become aware of a new VNF instance (e.g. AMF) it is the underlying attestation chain from a security perspective that verifies the NF is secure.

Possession of a 3GPP level identity / certificate is not in itself a means to prove authenticity of a VNF, unless there is a full attestation chain back to hardware. To support multi-vendor scenarios that chain needs to be standardised either in 3GPP or standards bodies with a wider remit such as ETSI TC CYBER.

5.14.2
Security threats
NFs cannot confirm that other NFs are secure, have not been tampered with and are what they claim to be.  This means that an NF can only make a limited judgement as to whether or not to trust another.  For example, the NRF may authorize a maliciously altered NF to access a service it intends to abuse.
5.14.3
Potential security requirements

Attestation of a platform(s integrity should be linked to the application layer and possible for other functions to query. If attestation fails the NF should not be allowed to run. Solutions to enable this requirement potentially required both inside and outside 3GPP.
5.15
Key Issue 14: VNF Host Spanning

5.15.1
Key issue detail
3GPP specifies 3GPP NFs in terms of large complex lumps of functionality which span multiple physical hardware hosts in both legacy and virtualised implementations. While there is a risk of an attacker gaining physical access to the interconnections between servers making up a single PNF, this generally requires physical access to the hardware. However, in a virtualised environment access can be gained much more easily as the servers making up a function are more likely to be physically distributed and the SDN v-switch would allow an attacker to much more easily fork IP packets flowing between hosts remotely. Such forking is very difficult to detect or prevent from within a 3GPP NF or VM, unless specific design mitigation is taken to minimise the risk. 

While TLS automatically applied by the NFV / SDN layer between VMs reduces external attacker threat, it is much less effective against attackers who have (or gained) access to NFV MANO etc.

5.15.2
Security threats
An attacker could read data in transit.
5.15.3
Potential security requirements

All control plane data in transit between hosts should be sent over an encrypted and authenticated channel using non-proprietary protocols. User plane traffic between hosts may be protected. Solutions to this requirement required outside 3GPP.

Note: It is assumed that the 3GPP layer does not need explicit real-time confirmation of the status of the host to host layer encryption (intra VNF). 3GPP layer security in 3GPP TS 33.501 [6] already covers VNF to VNF security (e.g. AMF to SMF).
5.16
Key Issue 15: Encrypted Data Processing

5.16.1
Key issue detail
As an extension to key issue 7 Memory Introspection and key issue 19 Time Manipulation, in a virtualised environment it is necessary to explicitly consider the risk to cryptographic processing of data within a VNF where a fully hardened HSM or HMEE is not used to perform the cryptographic function.

Most software manipulating data with cryptographic operations will perform modification actions on encrypted data by first unencrypting the data either in general memory (less than ideal) or CPU cache (better but vulnerabilities exist). Following the necessary processing, the data will be encrypted again. 

Within existing SA3 specifications, while some specialist operations are performed in tamper resistant hardware (e.g. UICC), the bulk of cryptographic processing (e.g. user plane protection) will be performed using general X86 (or similar) servers within the core network. 

In a virtualised environment there are various ways in which unencrypted data can be captured; through the hypervisor; server management hardware; modification of VNF images; instantiating a parallel VM on the same physical CPU; or any number of other options. The risks of being able to capture encrypted data in an unencrypted form due to processing of that data, increases significantly. If that processing is highly sensitive (e.g. AUC or LI functions) then the risk may not be acceptable. Placing entire VMs in fully hardened HMEEs may reduce the risk in the longer term but not all cryptographic functions can be placed in a HMEE (this will not scale) and currently no suitable X86 (or similar architecture) HMEEs exist in commercial data centre servers capable of the scale required to support 5G deployments.

5.16.2
Security threats
If data is decrypted and/or processed in an unencrypted format in an insecure environment it could be intercepted or copied.
5.16.3
Potential security requirements

Sensitive data should only be decrypted or handled in an unencrypted format in VNFs on trusted and well-known hosts.  Solutions to enable this requirement potentially required both inside and outside 3GPP.

It shall be possible to control whether untrusted or lower trusted VNFs are allowed to run on the same host as VNFs in a higher trust domain. Solutions to enable this requirement potentially required both inside and outside 3GPP.

It shall be possible to further restrict VNFs on a single host depending on whether they handle decrypted sensitive data.  Solutions to enable this requirement potentially required both inside and outside 3GPP.

These controls should be verified by secure hardware backed attestation of the health and security of the host.  Controls should be verified and enforced at boot time and each time a function is migrated. Solutions to enable this requirement potentially required both inside and outside 3GPP.
5.17
Key Issue 16: Mixed Virtual and Legacy PNF Deployments

5.17.1
Key issue detail

One of basic tenants of a VM or a VNF is that it does not know that it is virtual (a PNF doesn’t know it is physical either). Similarly, 3GPP specifies application layer functionality of core NFs but does not (with the exception of RAN groups) specify physical implementation aspects. 

With the exception of green field 5G only operators, most virtualised deployments will commence with adding VNFs to an insisting PNF based networks. Overtime the number of VNFs will increase but mixed network deployments will be the default for the next 10+ years. Similarly, mixed SDN and non- SDN linked NFs will also co-exist. By default, PNFs and VNFs have to be able to implicitly trust each other in mixed deployments, given that 3GPP SA3 currently does not specify different handling or trust relationships based on PNF or VNF implementation.

As discussed in other key issues, PNFs and VNFs are susceptible to different types of attack and in turn different have different security capabilities. Furthermore, it is likely that PNFs will be less easily patched for security vulnerabilities compared with VNFs over time.

In mixed deployments, especially where older 3G CS NFs share common NFs (e.g. virtualised HSS, UDM) with 4G or 5G higher security level VNFs, additional 3GPP security mechanisms may be required to prevent attackers using insecure interfaces as the injection points against the otherwise secure VNFs (i.e. VNF implicitly accepts messages from legacy PNF with lower security). However, the reverse attack also exists were an attacker uses the much larger attack surface offered by VNFs to attack PNFs. VNFs would ignore the messages but may well forward them to the less secure PNFs. Attacks are also possible depending on the chain of VNF and PNFs, were an attacker injects messages towards a VNF, which is forwarded to a PNF and finally to another VNF. While the first VNF and PNF are unharmed by the attack, the second VNF falls foul of the implicit trust of PNF and VNF communications. It is possible to conceive other similar chained attack scenarios where PNFs and VNFs exist together without knowledge of each other’s implementation or trust domain segregation.

5.17.2
Security threats
5.17.3
Potential security requirements

5.18
Key Issue 17: Software Catalogue Image Exposure.

5.18.1
Key issue detail

In legacy PNF implementations there is a high degree of security by obscurity in terms of the software images that form vendor implementations of 3GPP NFs. While 3GPP specifications describe the high-level functionality of NFs and CT stage 3 specs describe the protocol of the interfaces between them, without "stealing/borrowing" numerous large racks of servers, it is difficult for an attacker to directly analyse the source code or executable software in a PNF.

Virtualised networks define convenient software onboarding APIs and use central software catalogues to hold the VNF images prior to instantiation. There has been significant resistance in ETSI ISG NFV and open source communities to mandate full mandatory integrity checking of software images at both the overall package and sub-component (artefact) level. Current implementations offer minimal if any mandatory signing and where they do, this is based purely on vendor signatures. Therefore, in theory at least, any image from the same vendor would past verification checks if loaded into the wrong CSP software catalogue.

Furthermore, the software catalogues with or without integrity protection provide a standardised description of the VNFs, their resource requirements, their configuration and ultimately the compiled executables that makeup the VNF. If an attacker is able to access the catalogue then they will be able directly gain a lot of information which can then be used to attack the running instances of the VNF. Where those VNFs contain cryptographic functions or sensitive information, this increases the risk further.

Based on current virtualisation standards in ETSI and Open Source, confidentiality protection of whole image or artefacts during; run-time, on-boarding, storage and instantiation is not supported, although for LI purposes this was recommended in ETSI TS NFV-SEC 011 [11].
5.18.2
Security threats
5.18.3
Potential security requirements
5.19
Key Issue 18: The Startup Paradox

5.19.1
Key issue detail

Following on from key issue 17, it is unclear how to start a security sensitive function in a virtualised environment unless that security level of the whole virtualisation environment is the same as the VNF (or VNF sub-component) being instantiated.

For example, in a PNF legacy network, the AUC is typically only accessible by a handful of specifically authorised individuals. In a virtualised environment, if the AUC is to be virtualised and form part of the fully virtualised network then its image needs to be stored in the MANO software catalogues and instantiated as per any other VNF. Therefore, any certificates or information held in a sensitive function may be visible to anyone with access to MANO unless additional security measures are applied. 

Ignoring the risks in key issue 17 associated with image protection at rest, once a VNF containing sensitive functions is instantiated it is unclear how to establish initial communication with those sensitive functions and to install certificates etc, without reducing the security level to that of general MANO.

5.19.2
Security threats
5.19.3
Potential security requirements

5.20
Key Issue 19: Time Manipulation

5.20.1
Key issue detail

A fundamental problem with all virtualised implementations is that VMs and VNFs have trouble accurately telling the time and generating entropy. Unlike a PNF which can easily be designed to have direct access to a physical clock, a VM’s view of time is only virtual. 

If an attacker, hypervisor administrator, or in some scenarios a malicious VM on the same host is able to manipulate the virtual CPU clock then is it possible to manipulate cryptographic algorithms, key generation or other processes which are highly time dependent. Such manipulation may involve stretching the shape of clock cycles rather than simply increasing or decreasing their frequency.

Turning on secure time services on most OS / VM environments results in improved jitter but introduces larger offsets from actual real-time. These offset and jitter figures are larger than the 5ms maximum end to end delay figures for low delay 3GPP 5G services.

ETSI TR NFV-SEC 016 [9] provides more detailed discussion on timing issues with virtualised environments

Editor’s Note: Need to add reference to background research, NFV SEC timing papers and attack papers.
5.20.2
Security threats
5.20.3
Potential security requirements

5.21
Key Issue 20: 3rd Party Hosting Environments

5.21.1
Key issue detail

Large tier 1 CSPs typically own their own data centres and will operate their own virtualisation host infrastructure, even if the management of that infrastructure may be outsourced to 3rd parties. However, smaller VNOs will likely want to consider an IAAS or NAAS model. In these scenarios sensitive personal data belong to subscriber and cryptographic (e.g. keys and algorithms) are now being stored in a 3rd party shared environment which is not within their control. Whereas, a tier 1 CSP has tight control over where their data centres are located and therefore where their sensitive data is located (and in turn who has access to that data), in a tenant IAAS or NAAS this is more difficult to control. 3GPP functions need to be securable both where CSPs have tight control over NF host environment (including location) and where they don’t.

5.21.2
Security threats
5.21.3
Potential security requirements

5.22
Key Issue 21: VM and Hypervisor Breakout

5.22.1
Key issue detail

As a specific extension to Key Issue 4 Common Software Environment, the VM software and hypervisor present a uniquely high risk to network security in the event that they have vulnerabilities. While hypervisor vulnerabilities are rare (especially zero-day vulnerabilities), the impact of one occurring could be devastating to network security. 

In a legacy PNF scenario, while common management interfaces link PNFs together, if an attacker breaches a PNF they must breach each subsequent PNF. So, for example to attack the AUC, an external attacker would typically have to breach 2 or 3 3GPP PNFs and a set of hardware firewalls.

By comparison in a fully virtualised network with a common hypervisor, hosts and resources, if an attacker is able to execute a hypervisor breakout from the first VNF they attack, additional security needs to be applied to prevent them from tunnelling through the virtualisation layer from the attacked VNF to any other VNF.

Similarly, a VM breakout although less catastrophic would compromise all other VMs within a host or limited set of hosts. A VM breakout is considered more likely than a hypervisor breakout.

5.22.2
Security threats

5.22.3
Potential security requirements

5.23
Key Issue 22: MANO Single Point of Failures

5.23.1
Key issue detail

The NFV Management Network Orchestration functions (MANO) are responsible for on-boarding, instantiation and life cycle management of all VNF within a virtualised network. Combined with 3GPP layer OSS/BSS functions they control all VNFs and indirectly (via the hypervisor or hosts) can access all data within those VNFs, unless specially protected. Compromising MANO would effectively compromise all VNFs (to a much less extent the same applies to the OSS/BSS). Therefore, for 3GPP NFs to be secure, 3GPP NFs need to have minimum security guarantees from MANO and be designed to be resistant to compromise of the underlying MANO system.

5.23.2
Security threats

5.23.3
Potential security requirements

5.24
Key Issue 23: IP layer vs Application layer Security

5.24.1
Key issue detail

In a PNF implementation there are significant differences (pros and cons) between using security protocols such as IPSec designed to protect IP traffic over 3GPP reference points and over the top end to end application layer security (typically using TLS). Both are good at providing protection again a physical attacker trying to attack a physical cable or optical fibre but their characteristics vary in terms of where the encryption terminates vs where the data is processed or stored. TLS is considered to terminate closer to the point where a function processes or manages data, whereas IPSec may terminate at a PNF closer to the edge of the network.

In flat virtualised deployments with common hypervisor and resources, there is very little difference between IPSec and TLS, with neither by default offering protection from NFV layer (e.g. hypervisor) attacks. In this scenario, both an IPSec and TLS tunnels terminate in arbitrary memory locations which will be in the same accessible range as the plain text data they are intended to protect. Unless the IPSec or TLS tunnels transverse a physical network link external to the data centres, the threats they mitigate can largely become irrelevant. Using HMEEs massively improves security (see ETSI TS NFVSEC 012 [10]. However, it is clearly impractical for all TLS or IPSec endpoints for all control plane or user plane traffic, to be terminated in HMEEs.

5.24.2
Security threats

5.24.3
Potential security requirements

5.25
Key Issue 24: Data synchronicity through network

5.25.1
Key issue detail

In 3GPP networks there are many defined message flows between Network Functions.  For example, during the authentication procedure, a known series of messages will pass between the SEAF and AUSF and the AUSF and the UDM.  In a virtualised environment, flexible and low cost (both in money and resource terms) security monitoring agents (see ETSI TS NFVSEC 013 [12]) can be easily inserted around multiple VNFs across the network, which could allow an attacker to identify the different messages making up a single procedure.  Therefore, it may be possible to identify the same data in different signalling messages and to take action based on this information, potentially elsewhere in the network.  This is in contrast to legacy PNF networks where it is very difficult to monitor many points in the network in parallel or to take a snap shot of the memory state of a large number of PNFs.

5.25.2
Security threats

An attacker could see the same data on multiple interfaces as it moves through the network, correlate signalling and take action based on this.
5.25.3
Potential security requirements

6
Mitigations and Solutions

Editor’s Note: This section will contain any potential Mitigations or Solutions that may be used to address or reduce the risk associated with Key Issues identified in section 5. 
7
Conclusions
8
Recommendations

Annex A:
Principles for administration of virtualisation infrastructure

Secure administration of the NFVI is critical for the security of a virtualised core network.  The following principles describe a selection of basic principles for such secure management.

a)
Best practice for network administration is applied to administration of the NFVI.
b)
Administration of the NFVI is only available over mutually authenticated, encrypted and integrity protected channels.
c)
The number of privileged accounts for the NFVI is constrained to a minimal manageable number to meet the CSP’s needs.
d)
Virtualisation administrators do not have any privileged rights to other services within the CSP.
e)
Virtualisation administrators are only provided with the privileges and accesses required to carry out their role.
f)
Virtualisation administrators do not have access to workloads running within the virtualised environment.
g)
Virtualisation administration access is limited to best practice configuration methods (e.g. authorised API calls).
h)
Virtualisation administration is automated wherever possible.
i)
Manual administration of the NFVI is by exception and raises a security alert.

j)
Functions that manage the administration and security of the NFVI (e.g. MANO) are physically separate and do not run on the same NFVI as the NFs they manage.

k)
Functions that support the administration and security of the NFVI are treated as security critical functions.

Annex T: Temporary Holding Annex Security Areas
Editor's Note: The figure and table in this annex were provided during the 17/09/2019 conference call and are intended to help review of the KIs to ensure requirements cover all areas identified in the table.

Editor's Note: Annex to be deleted or replaced once study conclusions are completed as per 17/09/2019 conference call discussions.
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Figure T-1: Simplified virtualisation security area

	Security area
	Requirements Scope

	(1) External interfaces
	Yes

	(2) 3GPP Data
	Yes

	(3) Border Security
	Yes

	(4) Exchange of 3GPP data with Virtualization entities
	Maybe

	(5) Exchange of 3GPP data between NVFs
	Maybe

	(6) Control and instantiation of NVFs
	Maybe

	(7) Storage and Memory
	Maybe

	(8) Access to storage
	Maybe

	(9) Access and control of Virtualization domain
	Yes

	(10) Access and control of Border Security Function
	Yes

	(11) Security of the server itself
	Yes


Table T-1: 3GPP scope per Security Area
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